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The Pierre Auger Observatory

• East of Andes


• Province of Mendoza,  
Argentina


• Area 3000 km2  
(4x Berlin)


• 2000: Engineering Array 


• 2004: start...


• 2008: ...end of construction       
of Auger


• 2024: end of construction 
of AugerPrime
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The Pierre Auger Observatory

4

  4

HEAT telescopes 
(in upward mode)
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Detectors

Infll: sub-array with 750m spacing, 24 km2 
E > 1017.5 eV

HEAT: high-elevation telescopes

AERA: radio detection

FD

AERA

HEAT

TeVPA 2022, Kingston (ON, Canada), August 2022Fred Sarazin (fsarazin@mines.edu)
Physics Department, Colorado School of Mines

AugerPrime (Phase II): the upgrade of the Pierre Auger Observatory

PHASE I: (ended in 2021)
• Exposure: 80,000 km2.sr.yr (q<60º)

PHASE II (8 years of operation starting 2022/23):
• Projected exposure: 40,000 km2.sr.yr (q<60º)
• Use the SD (100% duty factor) more effectively 

for mass composition information on an event by 
event basis

PHASE II detector upgrade:
• Two detector additions to every SD stations:

• Scintillator detector (SSD) - q<60º
• Radio antenna – q>60º

• Plus: 
• New electronics
• Small PMT (1’’ diameter) to increase the 

dynamic range of each WCD
• Buried muon counters in the in-fill array

radio

SD  
(WCD, SSD, RD)

Fluorescence detector (FD) 
• 4 sites

• 0-30°

• E>1018 eV


• HEAT

• 30°-60°

• E>1017 eV 


Surface detector array (SD) 
• Grid of 1500 m / 750 m / 433 m


• 3000 km2  / 24 km2 


• 1660 stations / 61 / 12

• Water Cherenkov Tanks (WCD)

• Scintillation Detectors (SSD)

• Radio Antennae (RD)

• E>1018.5 eV 

• Grid of 750 m and 433 m 

• Incl. UMD muon counters 
• E>1017.5 eV 

Radio array (AERA) 
• 153 stations

• 17 km2



The Pierre Auger Observatory
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Current status

SD750

● Two landowners (North/South)
● Contracts signed
● No risks foreseen

North

South

UMD-433

UMD-750

UMD 750 UMD 433
Total positions 61 12

Deployed 34 8
In acquisition 31 4

Remaining 27 4
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 Layout SD-750 SD-433

UMD-750

23.5 km2

61 Stations
1.9 km2

19 Stations

UMD-433

2.3m

10.2m2

sensitive

area

9m

1.4m

● 15 radiation lenghts 
underground

● Highly segmented 
(64 strips)

● Direct access to 
muon component of 
showers (both 
density & timing)

Optimal for composition studies in 
the range 1016.5 – 1018.5 eVUMD

Fluorescence detector (FD) 
• 4 sites

• 0-30°

• E>1018 eV


• HEAT

• 30°-60°

• E>1017 eV 


Surface detector array (SD) 
• Grid of 1500 m / 750 m / 433 m


• 3000 km2  / 24 km2 


• 1660 stations / 61 / 12

• Water Cherenkov Tanks (WCD)

• Scintillation Detectors (SSD)

• Radio Antennae (RD)

• E>1018.5 eV 

• Grid of 750 m and 433 m 

• Incl. UMD muon counters 
• E>1017.5 eV 

Radio array (AERA) 
• 153 stations

• 17 km2



Deployment (4 positions/month)
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 Deployment rate

● 8 days
● 4 positions/month

30m2 (3 buried modules):
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Fluorescence Detector (FD): 
• calorimetric measurement of energy
• ca.15% duty cycle

Surface Detector (SD):  
• data driven shape of Lateral Distribution 

function (LDF)
• optimal distance at 1000 m
• ca. 100% duty cycle

13% duty cycle

100% duty cycle

Erec = f(S1000, ✓)
Event observed with  
Auger Observatory 
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AugerPrime data 
WCD, SSD, UMD, AERA
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• Water Cherenkov Detector (WCD)

• Scintillation Surface Detector (SSD)

• Underground Muon Detector (UMD)

• Radio Detector (AERA)

• New electronics: 40 MHz → 120 MHz


• Additional data AND correlations available 

• Detailed timing information of signals 

available (time traces)

• No small PMT in                                    

WCD in place

• Not all SSDs in place                                 

at time of the event

4 THE PIERRE AUGER OBSERVATORY

Figure 4.3: Model of an AugerPrime surface detector station with a WCD (ocher), SSD (blue)
and radio detector.

4.1.2 SATURATION OF PMTS

A weakness of the SD is that for events from UHECRs the WCDs close to the shower axis
often reach their maximum capacity to detect particles. In this case, too many particles emit
Cherenkov light inside the tank at the same time and the electronics do not respond linearly
to the number produced photoelectrons anymore. The signal then saturates at a constant
level at ⇠600 VEM for each 25 ns time bin. Even though the total signal that would have
been deposited can be estimated to some degree, the time dependent information for these
stations is partially lost [95]. This is particularly unfavourable since for ultra-high-energy
events the quality of the station traces is badly affected. Furthermore, the precision and
accuracy of the reconstruction of the primary energy is aggravated.

In AugerPrime the built-in electronics of the FD and SD are being upgraded. For the
SD stations an additional small PMT, with a much higher saturaion level, is added to the
stations. In this way, the problem addressed in Section 4.1.2 will be resolved in the future.
Furthermore, the signal sampling time will be improved by a factor of 3, from 25 ns to 8.3̄ ns.

4.2 SD RECONSTRUCTION OF EXTENSIVE AIR SHOWERS

In this section, the reconstruction of events using data collected by the Auger SD [96, 97] is
briefly discussed. To reconstruct the primary energy and the arrival direction of CRs several
steps are performed.

In each station the timing and the size of the deposited signal is measured. Together
with the absolute position of the station in space a four dimensional event is recorded. First
a plane, and then a spherical shower front, propagating with the speed of light is fitted
to the absolute station positions and individual start times of the signal. In this way, the
geometry of the event is reconstructed, yielding the shower axis and the impact point of

34
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Hadronic interactions:  
Muon deficit in simulations
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Indirect muon determination for the whole array: 
Matrix inversion method 
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Upgrade of Auger Observatory: AugerPrime
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• Available for the whole 1500m array

• Based in total signals the muon content 

can be extracted by matrix inversion


4 THE PIERRE AUGER OBSERVATORY

Figure 4.3: Model of an AugerPrime surface detector station with a WCD (ocher), SSD (blue)
and radio detector.

4.1.2 SATURATION OF PMTS

A weakness of the SD is that for events from UHECRs the WCDs close to the shower axis
often reach their maximum capacity to detect particles. In this case, too many particles emit
Cherenkov light inside the tank at the same time and the electronics do not respond linearly
to the number produced photoelectrons anymore. The signal then saturates at a constant
level at ⇠600 VEM for each 25 ns time bin. Even though the total signal that would have
been deposited can be estimated to some degree, the time dependent information for these
stations is partially lost [95]. This is particularly unfavourable since for ultra-high-energy
events the quality of the station traces is badly affected. Furthermore, the precision and
accuracy of the reconstruction of the primary energy is aggravated.

In AugerPrime the built-in electronics of the FD and SD are being upgraded. For the
SD stations an additional small PMT, with a much higher saturaion level, is added to the
stations. In this way, the problem addressed in Section 4.1.2 will be resolved in the future.
Furthermore, the signal sampling time will be improved by a factor of 3, from 25 ns to 8.3̄ ns.

4.2 SD RECONSTRUCTION OF EXTENSIVE AIR SHOWERS

In this section, the reconstruction of events using data collected by the Auger SD [96, 97] is
briefly discussed. To reconstruct the primary energy and the arrival direction of CRs several
steps are performed.

In each station the timing and the size of the deposited signal is measured. Together
with the absolute position of the station in space a four dimensional event is recorded. First
a plane, and then a spherical shower front, propagating with the speed of light is fitted
to the absolute station positions and individual start times of the signal. In this way, the
geometry of the event is reconstructed, yielding the shower axis and the impact point of

34



Indirect muon determination for the whole array: 
Universality
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• Extraction of physics observables like E, 
Xmax and Rμ from underlying universal shower 
properties


• WCD data only hardly allow extraction of 
more than 1 observable due to strong 
correlations (left plot; MC data)


• WCD + SSD provide independent (less 
dependent) information of shower evolution 
(right plot; MC data)78 CHAPTER 3. RECONSTRUCTION OF AIR SHOWERS FROM UHECRS

1

(a)

750 1000 1250 1500 1750 2000 2250
r/m

100

101

102

S/
V

EM

lg E/eV = 19.5
Nµ = 0.99
q = 36°

µ

eg

eg(µ)

eg(had)

(b)

(c) (d)

(e) (f)

Figure 3.8: Universality reconstruction of a simulated proton shower with an energy of 1019.5 eV.
(a) Footprint of the triggered stations in the ideal array together with the Monte Carlo and the
reconstructed core positions. (b) Fit of the LDF. Only the total LDF shown in black is fit. A
comparison of the individual component LDFs and the model predictions is given. More details
are given in the text. (c) - (f): Results of the shape fits for the four hottest stations. Only the
total traces are fit, the other ones are plotted for comparison. (f) is a lower signal trace, which
explains the increased fluctuations.
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Figure 3.8: Universality reconstruction of a simulated proton shower with an energy of 1019.5 eV.
(a) Footprint of the triggered stations in the ideal array together with the Monte Carlo and the
reconstructed core positions. (b) Fit of the LDF. Only the total LDF shown in black is fit. A
comparison of the individual component LDFs and the model predictions is given. More details
are given in the text. (c) - (f): Results of the shape fits for the four hottest stations. Only the
total traces are fit, the other ones are plotted for comparison. (f) is a lower signal trace, which
explains the increased fluctuations.
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Figure 3.8: Universality reconstruction of a simulated proton shower with an energy of 1019.5 eV.
(a) Footprint of the triggered stations in the ideal array together with the Monte Carlo and the
reconstructed core positions. (b) Fit of the LDF. Only the total LDF shown in black is fit. A
comparison of the individual component LDFs and the model predictions is given. More details
are given in the text. (c) - (f): Results of the shape fits for the four hottest stations. Only the
total traces are fit, the other ones are plotted for comparison. (f) is a lower signal trace, which
explains the increased fluctuations.

For sake of simplicity: 

• Showing WCD data only 

(MC data)

• Single event @ 1019.5 eV

• Zenith 36°


Figure 37: Results from DNN -max analysis using Phase I SD data [9]. Left: A study of the correlation
between the FD and SD-determined -max for a subset of events shows a correlation coefficient of 0.7,
but with an apparent energy-independent bias of 30 g/cm2. Right: After correction for this bias, the
full statistical power of the SD data sample (approx. 10 times larger than the FD sample) provides a
higher energy reach and uncovers likely structures in evolution of -max with energy. Also shown in
this panel are the predictions for -max for proton (red) and iron (blue) for different hadronic models.
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Figure 38: Correlation of -
rec
max vs. ln'

rec
µ in case of WCD data only (left) and including SSD data

(right), while estimating the energy, -
rec
max and ln'

rec
µ at the same time. 'µ is the muon content

relative to a proton shower of the same energy and zenith angle. While a combined analysis fails for
WCD data only, the wealth of information gathered by the WCD and SSD in coincidence will allow the
reconstruction of all three quantities (energy, -max and the relative muon number) simultaneously.
(Proton (red) and iron (blue) simulations for lg(⇢MC/eV) 2 [19, 19.5] and  < 50�).

expected two-dimensional separation for proton and iron-initiated showers.
Two separate simulation studies were presented at the ICRC 2023 on neural-network

extraction of mass information from the AugerPrime SD [123, 124]. Both studies show the
benefits of DNNs in taking advantage of the rich information in surface detector signals from
EAS and highlight the important function of the SSDs. An example from Ref. [123] is shown

56

WCD data only WCD + SSD dataMC MC
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Direct measurement:  
Underground Muon Detector event

13

•Recored in 10/2023

• Energy ~ 1018 EeV

• θ ~36°



Timing information of all 3 detectors: 
WCD, SSD and UMD
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AugerPrime – First data of SSD pre-production array 
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Combined information contains correlations to be used

Allows to transfer the direct muon measurement to the indirect determined Nμ



Aim: 
• Muon discrepancy  

in simulations

• Validation of AugerPrime

• Model tests with direct  

muon measurement 

Underground Muon Detector (UMD) 
The Engineering Array up to 2017 vs now

15

PMT readout: 
• til 2017 
•64 pixel PMT 
(Hamamatsu) 

•7 positions AMIGA: Auger Muons and Infill for the Ground Array 

5Eur. Phys. J. C (2020) 80:751

The Engineering Array: up to 2017

● Test and optimization

● SiPMs and PMTs as optical sensors

● 5 m2 and 10 m2 modules

● Buried at 2.3 m

AMIGA: Auger Muons and Infill for the Ground Array 

5Eur. Phys. J. C (2020) 80:751

The Engineering Array: up to 2017

● Test and optimization

● SiPMs and PMTs as optical sensors

● 5 m2 and 10 m2 modules

● Buried at 2.3 m

Measurement of the Cosmic Ray Composition with AMIGA

AMIGA Muon Counting

Scintillators segmented into 64 bars

PMT @ center

PMT pulses digitized by comparison
with Vthr in time bins of 3.125 ns

0 0 0 1 1 1 1 0 1 1 0 0

Muon counting strategy:

1 Identify a muon by 111 or 101 pattern
in the time trace of a scintillator bar

) Background single-photon-electrons
excluded since  2 bins

2 Apply inhibition window of seven bins
to avoid over-counting

Example:
0 0 0 1 1 1 1 0 1 1 0 0

3 Correct for pile-up of multiple muons
in the same bar

Sarah Müller | KIT & UNSAM 7

SiPM readout: 
•Starting in 2017 
•Deployed by end 
of 2024  

•64 pixel SiPM 
•61 positions 

5

A muon

identified if 4

samples above

threshold 

(98.8% 
efficiency)

64 Binary traces
Sampled @ 3.125ns

Underground electronics (eKits)

2 Waveform traces 
(low and high gain)
Sampled @ 6.25ns

ASIC-1

ASIC-2ASIC BoardAcquisition Board SIPM Board

eKit

=

..0111100… Binary trace

2021 JINST 16 P04003 
https://doi.org/10.1088/1748-0221/16/04/P04003

ADC

Production Phase: status at 2023

11PoS(ICRC2023)267

● 3 modules of 10 m2

● SiPMs as optical sensors

● Binary and ADC modes

● Fully deployed by the end of 2024
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electronics

# strips with signal Qsignal / <Qμ>

Counter channel ADC channel
PMT:   64 counters 
           (111XXXXX) 

SiPM: 64 counters 
           (1111XXXX) 
           + Integrator



Counting strategies

μ: average number of muons expected from EASs

Nμ: number of impinging muons  

nw: number of windows

k: Occupancy
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Fig. 3 Simulation of the signal generated by muons of an air-shower
simulated event on a UMD module. The muons (circles) impinge at a
certain time (x-axis) on the different segments of the detector, which are
coupled to a channel (y-axis), generating a binary signal (lines), which
are then matched to a single-muon pattern (rectangles)

In the second place, as can be seen in Fig. 2, the signal
after the fast-shaper presents an undershoot. It can happen
that a signal of a later muon ends up mounted on the under-
shoot caused by previous muons in a same channel. If the
amplitude of the undershoot is large (very negative) or the
amplitude of the later muon signal too small, a pattern match
can be missed. The infinite window strategy is the only one
insensitive to this effect, because it is enough to match the
early muons in the channel to tag it as occupied during the
whole trace. All other strategies are subject to undercounting
due to undershoot to the same extent. This undercounting
effect is due to the design of the electronics, and its impact
depends also on the time resolution of the detector and on
the length of the single-muon pattern.

To understand the impact of both effects in our test case
(signals of SiPMs of the Auger UMD), we quantify the pat-
tern matches lost due to “small signals” and due to under-
shoot. For this, in each channel we identify whether the muon
signal would be matched to a pattern if it were the only muon
signal in the channel. If not, then the muon is in principle lost
for having a small signal. Approximately 3.6% muons would
be lost in this way, with no dependence on the energy or zenith
angle of the originating cosmic ray. However, if the pattern
match that the muon would have generated3 overlaps that of
other muon of the channel, we consider the muon recovered.
The latter happens more often with higher muon rates, this
is, for more vertical and more energetic air-showers. The net
loss of muons due to small signals can be seen in the upper

3 We take the time where the fast-shaper signal is maximum as the start
time of the pattern that the muon would have generated.

panel of Fig. 4. In the figure shown, we used proton initiated
air-showers with the typical signals in an hexagonal array
(for more details see Sect. 3.4). As expected, the net loss is
smaller for higher-energy and more vertical air-showers. The
net effect is below 4%.

If a single muon signal matches a pattern, as if it were
the only muon signal in the channel, we analyze whether
that pattern match overlaps with the pattern matches of the
total signal of the channel. If this is not the case, the muon is
lost due to undershoot. The results are shown in the middle
panel of Fig. 4. The muons lost because of the undershoot can
amount from 0.1% for low-energetic, inclined air-showers,
to 3.3% for high-energetic, vertical air-showers.

The total detector effects are simply the sum of the two
contributions (i.e. the sum of what is displayed in the upper
and middle panels of Fig. 4), and it is shown in the lower
panel of Fig. 4. We can see that the dominating effect is
the undershoot, thus there are more lost muons for high-
energy, more vertical air-showers. The total lost muons due
to detector effects range from 2.6% to 5.0%, and it can reach
up to 5.3% for iron-initiated air-showers.

3.3 Air-shower simulations

To continue with our aim of simulating a realistic scenario,
we created a library of ∼ 7600 EASs of proton and iron
primaries, using EPOS-LHC [31] and UrQMD [32,33] as
high- and low-energy hadronic interaction models, respec-
tively. The showers were generated using CORSIKA v7.7402
[34]. The logarithm of the primary energy of the showers is
uniformly distributed in 17.2 ≤ log10(E/eV) ≤ 18.4 and the
arrival directions of the showers correspond to an isotropic
distribution with zenith angles in 0◦ ≤ θ ≤ 48◦.

We divide the simulations by primary, in log10(E/eV)-
bins centered at 17.3, 17.5,…, 18.3 with widths of 0.2, and
in sin2 θ -bins centered at 0.05, 0.15,…, 0.45 with widths
of 0.10. For each primary and (log10(E/eV), sin2 θ)-bin, we
compute an average profile of the number of muons as a func-
tion of the (logarithmic) distance to the shower plane and of
the time dµ/dt×"t . In order to achieve this, we first compute
the profile for each shower by retrieving, for each muon that
reaches ground with sufficient energy (≥ 1 GeV/ cos(θµ)
for the Auger UMD), the distance to the shower axis on the
shower plane and the time it reaches the shower plane. Then,
for all showers that fall into the (log10(E/eV), sin2 θ)-bin,
we make a weighted average of the dµ/dt×"t profiles, where
the weight of the i-th shower is its energy Ei times the cos-
mic ray flux at that energy J (Ei ). By weighting the showers
in this way we obtain the average profile corresponding to a
distribution of the shower energies that follows the cosmic
ray flux. We model the flux following Ref. [35].
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Table 1 Summary of the characteristics of the four strategies con-
sidered in this work. nw is the number of windows of each strategy
considering the characteristics of the Auger UMD trace. The column

“Centered” details whether the position of the windows is chosen such
that one of those is centered in the peak of the signal

Strategy µ̂ N̂µ nw Centered

Infinite −ns ln
(

1 − k
ns

) ln
(

1− k
ns

)

ln
(

1− 1
ns

) 1 –

N-bin − ∑nw
j=1 ns ln

(
1 − k j

ns

) ∑nw
j=1

ln
(

1− k j
ns

)

ln
(

1− 1
ns

) 171 No

N-bin centered − ∑ j=nw
1 ns ln

(
1 − k j

ns

) ∑nw
j=1

ln
(

1− k j
ns

)

ln
(

1− 1
ns

) 170-171 Yes

1-bin − ∑nw
j=1 ns ln

(
1 − k j

ns−ninhib, j

) ∑nw
j=1

ns
ns−ninhib, j

ln
(

1− k j
ns−ninhib, j

)

ln
(

1− 1
ns−ninhib, j

) 2048 –

only relevant for high occupancy and are not considered here
[25].

The electronics of an Auger UMD module has four ele-
ments at each of its 64 channels: a pre-amplifier, a fast
shaper, a discriminator, and a Field-Programmable Gate
Array (FPGA). We model the pre-amplifier as a low-pass fil-
ter, and the fast shaper as a practical differentiator. We then
simply add the fast-shaper signal generated by each photo-
electron within a same channel. Having this, we model the
discriminator by simply imposing a threshold on the signal
after the fast shaper, outputting a fixed voltage if the thresh-
old is passed, and zero voltage otherwise. Finally, like the
FPGA, we sample the signal in 3.125 ns time-intervals, with
a total duration of 6.4µs (2048 samples). The binary sig-
nal of each channel is then matched to patterns of the kind
“1111xxxxxxxx”, as explained in Sect. 1. Repeating the pro-
cess for all the channels, we obtain the final event trace for a
module, as well as the pattern matches.

Figure 2 shows the input (at SiPM), pre-amplified, after
fast-shaper, and output (after discriminator and FPGA) sig-
nals as a function of time, for one simulated muon. In the
input signal it is easy to distinguish the single photo-electron
pulses. The pre-amplifier amplifies and inverts the input sig-
nal, which is further amplified and again inverted by the fast-
shaper. Finally, the discriminator and FPGA output a digital
binary signal.

Finally, Fig. 3 shows, in one module-level event, the
impinging muons as a function of time, the binary traces, and
the matched patterns for all active channels. In this example
we can see pile-up in channels 17 and 23, where the signal
of two and three impinging muons respectively is matched
to only one pattern.

A validation test of the complete simulation chain can
be found in Appendix B, where we compare the fraction of
saturated events in simulations against the expected one as
computed from the statistical models in Sect. 2.

Fig. 2 Simulation of the pulse generated by one muon. The input signal
(top) generated at the SiPM goes through a pre-amplifier (second), a
fast shaper (third), and a discriminator and FPGA (bottom). The output
signal is digitized into 3.125 ns-wide time intervals by the FPGA

3.2 Detector effects affecting the counting strategies

The µ̂ and N̂µ estimated as explained in Sect. 2 are subject
to two sources of bias that are not intrinsic to the counting
strategies, and not related to the pile-up either.

In first place, it is possible that one muon does not create
an output signal strong or long enough such that it matches
the pattern “1111xxxxxxxx”. This is an inefficiency of the
detector and of the pattern matching strategy that leads to
undercounting, and affects all strategies to the same extent.
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Further levels of complexity in determining Nμ

Random WCD trigger → single muons
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Status and Performance of the Underground Muon Detector Joaquín de Jesús

Figure 7: Relative fluctuations in the rate of the signals compatible with a single muon used for the online
estimate of the single-muon charge.

with an average rate of ⇠ 0.1 Hz with a clear seasonal modulation, as shown in Fig. 7. This has been
already reported in Ref. [7] using a shorter period of time. This oscillation is now confirmed and
is found to be within a range of ±20% . Therefore, it cannot be explained by the ±1% modulation
in the SiPM gain. The comprehension of this effect exceeds the scope of this contribution and is
currently under study.

6. Summary

The current status of the Underground Muon Detector of the Pierre Auger Observatory was
presented. Firstly, an improvement in the success rate of the UMD electronics was achieved through
the new upgraded electronic boards in the SD. In addition, fiber attenuation was characterized both in
binary and ADC mode using field data, validating the expected behavior of the detector. Finally, the
long-term behaviour of the signals was studied and an aging effect along with a seasonal fluctuation
of±1% was found, the latter being consistent with SiPM gain fluctuations. The discrepancy between
data and simulations in the evolution of the single-muon charge with the zenith angle and the strong
seasonal fluctuation in the rate of the online charge are presently undergoing investigation.

More than half of the UMD array is already deployed and fully functional, which will provide a
highly valuable data set of the muon content in extensive air showers. This analysis provides a step
forward towards the validation and understanding of the detector performance, which is critical for
any subsequent physics analysis.
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Inclined muons going through multiple 
scintillator bars cause overcounting
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Measurement of the Cosmic Ray Composition with AMIGA

Corner Clipping Correction

Inclined muons going through multiple
scintillator bars cause overcounting
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Corner clipping probability depends on
shower geometry and detector orientation

Parametrized relative over-counting
as fct. of �'m with simulations:
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after correction
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First results from engineering array

1 hexagon equipped with muon detectors

1 year of data acquisition (1057 events)

ρ35  muon shower size for each event�

450 m

ρ450

The Pierre Auger Collaboration. Eur. Phys. J. C 80, 751 (2020)

a  reference density�

b  evolution with lg(E)�

Results from engineering array
• Lateral Distribution Function (LDF) fitted


• ⍴35: Estimator of muon density at 450 m 
corrected for atmospheric attenuation (CIC)


• 1 year of data acquisition
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of the mean. Averaged over all considered angles, a system-
atic uncertainty of 2.8% is found.

Lateral distribution function. The event-by-event fluctua-
tions in the actual shape of the MLDF adds additional system-
atic uncertainties. From Monte-Carlo simulations, a conser-
vative estimation can be made by varying the slope parameter
β within a determined dispersion. The value for the disper-
sion, σβ = 0.15 β, was selected by using a small set of sim-
ulated events with sufficient detector information to leave β

as a free fit parameter during the reconstruction procedure.
For this set, we compared the value of β obtained from the
fit and the one obtained by using formula 10. The estimated
result was a 15% difference. As an illustration, the mean rel-
ative uncertainty obtained with QGSJetII- 04 is shown as a
function of θ in Fig. 9c. Mean values are shown as the mark-
ers, while error bars stand for their dispersion. Averaging
over all angles, a relative systematic uncertainty of 8.8% is
obtained.

Module efficiency correction. During the reconstruction
procedure, the estimated muon densities were corrected, by
area-dependent efficiencies ϵ, according to ρcorr = ρ/ ϵ.
The values for ϵ used were selected accordingly to the opti-
mized time window of seven bins. As was shown in Sect. 2.2,
ϵ5 (7) = 1.04 and ϵ10 (7) = 0.95 for modules of 5 m2

and 10 m2, respectively. We evaluate the resulting system-
atic uncertainty by reconstructing ρ(450) for each event in
data, both for the efficiencies derived for a window size of
seven bins and for the case in which no inhibition window is
set (ϵ5 (∞) = 0.94 and ϵ10 (∞) = 0.87 according to labo-
ratory measurements). Averaged over the considered energy
range from 2×1017 eV to 2×1018 eV, we find a conservative
systematic uncertainty of 9.9%.

CIC correction. We consider as systematic uncertainty
associated to the CIC correction the uncertainties on the
parameters of the fit. Averaged over the zenith angle range
0◦ ≤ θ ≤ 45◦, the mean systematic uncertainty is 2.3%.

4 Evolution of the muon content as a function of energy

4.1 Results

The reconstructed muon densities ρ35 are shown in Fig. 10
as a function of the energy estimated by using the SD data
alone. Due to the steep energy spectrum, the number of events
runs out of statistics above ≈ 2 × 1018 eV. With the current
sensitivity of the Auger Xmax measurements in the energy
range of interest here, namely between ≈ 2 × 1017 eV and
≈ 2 × 1018 eV, a constant elongation rate (that is, a single
logarithmic dependence of Xmax with energy) is observed
[32]. In this case, a single power law dependence of ρ35 with
energy is expected from Monte-Carlo simulations. We thus
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E/eV
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100

ρ 3
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−
2

−1.0 −0.5 0.0 0.5 1.0
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0

50
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en
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Fig. 10 Muon densities ρ35 as a function of the energy. The distribution
of the normalized residuals (ρ35−⟨ρ35⟩)/⟨ρ35⟩ is shown in the inset

describe the correlation between ρ35 and E by a power-law
function,

ρ35 (E; A, B) = A × (E/1018 eV)B, (13)

where the average muon density at 1018 eV, A, and the log-
arithmic gain, B, are fitted to data. In this manner, the cor-
relation expressed through this power-law relationship pro-
vides an unbiased estimate of the mean evolution of ρ35 with
energy, averaged over the underlying mass distribution.

The correlation fit is carried out using a tailored maxi-
mum likelihood method allowing various effects of experi-
mental origin to be taken into account, in a manner similar
to that described in [33]. The probability density function,
p(ρ35, ESD), entering the likelihood procedure, is built by
folding the cosmic-ray spectrum J (E), observed with the
effective exposure of the SD proportional to its detection
efficiency ϵSD (E), with the resolution functions of the SD,
RSD(ESD|E, σSD), and of the UMD, RUMD(ρ35|ρ, σUMD):

p (ρ35, ESD) ∝
∫

dE
∫

dρ RSD(ESD|E)RUMD(ρ35|ρ)
× ϵSD (E) ϵUMD (ρ)J (E)δ(ρ, ρ(E)). (14)

Here, the Dirac function guarantees that the power-law
relationship between the underlying muon density ρ and
energy E values holds, the parameters of which are esti-
mated through equation (13). The parameters σSD and σUMD
model the resolutions in ESD and ρ35, respectively. Shower to
shower fluctuations are accounted for in σSD. The statistical
uncertainty for σUMD of a single event is calculated by boot-
strapping 50 times the measured scintillation module data
pairs (ri , ρ (ri )). Repeating the MLDF fitting procedure for
the bootstrapped sample of the same event, we estimateσUMD
as the standard deviation of the obtained distribution of ρ35.
For underlying muon-density values,ρ35, high enough so that
the detection efficiency of the UMD is close to 1, and by mak-
ing use of a bootstrap estimate of the underlying spectrum
observed through the SD, ϵSD (E)J (E) ∝ ∑

i δ(E, ESDi ),
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Attenuation Correction

Attenuation of muonic signal depends on
the shower zenith-angle:

⇢450 (E , ✓) = ⇢35 (E , ✓Ref) · fatt (✓)

with ✓Ref = 35� and fatt(✓Ref) = 1

Attenuation function determined with
constant intensity cut method from data:
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) zenith-independent estimator
of shower muon content

⇢35 (E) =
⇢450 (E , ✓)

fatt (✓)
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UMD    

Measurement of the Cosmic Ray Composition with AMIGA

Main Systematic Uncertainties

Uncertainty Source Relative Syst. Unc. Percentage

Module efficiency corr. �sys,eff/⇢450 9.9%
MLDF parametrization �sys,MLDF/⇢450 8.8%
Electronics calibration �sys,cal/⇢450 3.9%
Soil density �sys,soil/⇢450 2.8%
Attenuation correction �sys,fatt/fatt 2.3%
Total �sys,⇢35/⇢35 14.3%

Sarah Müller | KIT & UNSAM 11
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First results from engineering array

➢ Inconsistent results with composition 
from Xmax  Muon deEcit�

b = 0.91 b = 0.92 b = 0.89 ± 0.04 (stat) ± 0.04 (sys)

Fe p Data 

 aQGSJetII-04 = 1.5 m-2 

 aEPOS  = 1.6 m-2 
 aEPOS  = 1.0 m-2 

 aQGSJETII-04  = 0.9 m-2 a = 1.75 ± 0.05 (stat) ± 0.05 (sys)
14% (QGSJetII-04) 

8% (EPOS-LHC)
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Fig. 12 Mean logarithmic muon density ⟨ln ρ35⟩ as a function of the
mean depth of shower maximum ⟨Xmax⟩ for simulations with primary
energies of 1017.5 eV (a) and 1018 eV (b) compared to Auger Observa-
tory measurements with the FD

the relationship between ⟨Xmax⟩ and ⟨ln ρ35⟩ can be repre-
sented by a line for each hadronic interaction model, as shown
in Fig. 12 at two different energies, 1017.5 eV and 1018 eV.
The ⟨Xmax⟩ data are extracted from [32]. It is apparent that
both models fail to reproduce the data. A difference of 38%
in the muon number is observed at 1017.5 eV and 1018 eV
compared to EPOS- LHC predictions, while the difference
is larger compared to the QGSJetII- 04 predictions. In both
cases, data show that the analyzed hadronic interaction mod-
els produce fewer muons than those observed in EAS. All
these results are collected in Tab. 2 together with the cor-
responding statistical and systematic uncertainties. It should
be stressed, nevertheless, that in the above comparison the
true Monte-Carlo energy was used for the simulated data
because the hybrid reconstruction of the energy (as done for
real data) is hampered by the failure in reproducing the num-
ber of muons impinging the SD stations [35].

The results presented in Figs. 10 and 11 are the first ones
for the Pierre Auger Observatory on the muon content of the
air showers obtained in this energy range. They allow us to
extend to lower energies results previously reported at higher
energies, based on the muon number estimation in inclined
air showers [36,37]. This is because at zenith angles exceed-

Table 2 Ratio fµ = exp (⟨ln ρ35⟩UMD − ⟨ln ρ35⟩sim) of the muon con-
tent in data and simulations with statistical and systematic uncertainties
at primary energies of 1017.5 eV and 1018 eV for the EPOS- LHC and
QGSJetII- 04 hadronic interaction models

Energy Model fµ

1017.5 eV EPOS- LHC 1.38 ± 0.04(stat)± 0.21
0.18(sys)

QGSJetII- 04 1.50 ± 0.04(stat)± 0.23
0.20(sys)

1018.0 eV EPOS- LHC 1.38 ± 0.12(stat)± 0.21
0.18(sys)

QGSJetII- 04 1.53 ± 0.13(stat)± 0.23
0.20(sys)

ing ≈ 60◦, EASs provide a direct measurement of the muon
number at the ground due to the absorption of the electromag-
netic component in the large atmospheric depth traversed.
The muon number for each shower can then be derived by
scaling a simulated reference profile of the muon density
distribution at the ground to the data. It is worth noting that
the measurements obtained pertain to muons with energies
above 0.16 GeV (Cherenkov threshold in water) that reach
the Observatory site located at an altitude of 1425 m, while
the measurements obtained in this work pertain to muons
with energies ∼ 1 GeV for vertical incidence.

Given the different conditions of measurements that select
muons with different energy distributions, it proves difficult
to compare directly the results presented here and the ones
reported in [36,37]. An indirect manner is required. Follow-
ing [38], we make use of the z-scale factor to perform the
comparisons,

z = ⟨ln x⟩ − ⟨ln x⟩p

⟨ln x⟩Fe − ⟨ln x⟩p
(18)

where x is the muon-density estimator (that is, ρ35 in this
work and Rµ in [37]). Here, the symbols ⟨·⟩p and ⟨·⟩Fe stand
for the expected muon densities for proton and iron showers,
simulated with a given model and accounting for detector
effects. The normalization by the difference between iron
and proton simulations allows the comparison between dif-
ferent types of quantities by reducing the possible systematic
differences.

The results of both analyses are shown in Fig. 13, using
two distinct generator models of hadronic interactions to
predict ⟨ln ρ35⟩ for proton and iron: EPOS- LHC (a) and
QGSJetII- 04 (b). There is a gap between ≈ 2 × 1018 eV
(UMD-based analysis running out of statistics) and ≈ 4 ×
1018 eV (threshold of the inclined EAS-based analysis), but
overall, both analyses give similar results in terms of z-factor.

Assuming the validity of the superposition model, the
measurement of ⟨Xmax⟩ by the FD converted into an aver-
age logarithmic mass ⟨ln A⟩ and finally into z = ⟨ln A⟩/ln 56

can be used to establish the reference values of the z-factor.
These are shown as the diamond markers in Fig. 13. For
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mean depth of shower maximum ⟨Xmax⟩ for simulations with primary
energies of 1017.5 eV (a) and 1018 eV (b) compared to Auger Observa-
tory measurements with the FD

the relationship between ⟨Xmax⟩ and ⟨ln ρ35⟩ can be repre-
sented by a line for each hadronic interaction model, as shown
in Fig. 12 at two different energies, 1017.5 eV and 1018 eV.
The ⟨Xmax⟩ data are extracted from [32]. It is apparent that
both models fail to reproduce the data. A difference of 38%
in the muon number is observed at 1017.5 eV and 1018 eV
compared to EPOS- LHC predictions, while the difference
is larger compared to the QGSJetII- 04 predictions. In both
cases, data show that the analyzed hadronic interaction mod-
els produce fewer muons than those observed in EAS. All
these results are collected in Tab. 2 together with the cor-
responding statistical and systematic uncertainties. It should
be stressed, nevertheless, that in the above comparison the
true Monte-Carlo energy was used for the simulated data
because the hybrid reconstruction of the energy (as done for
real data) is hampered by the failure in reproducing the num-
ber of muons impinging the SD stations [35].

The results presented in Figs. 10 and 11 are the first ones
for the Pierre Auger Observatory on the muon content of the
air showers obtained in this energy range. They allow us to
extend to lower energies results previously reported at higher
energies, based on the muon number estimation in inclined
air showers [36,37]. This is because at zenith angles exceed-

Table 2 Ratio fµ = exp (⟨ln ρ35⟩UMD − ⟨ln ρ35⟩sim) of the muon con-
tent in data and simulations with statistical and systematic uncertainties
at primary energies of 1017.5 eV and 1018 eV for the EPOS- LHC and
QGSJetII- 04 hadronic interaction models

Energy Model fµ

1017.5 eV EPOS- LHC 1.38 ± 0.04(stat)± 0.21
0.18(sys)

QGSJetII- 04 1.50 ± 0.04(stat)± 0.23
0.20(sys)

1018.0 eV EPOS- LHC 1.38 ± 0.12(stat)± 0.21
0.18(sys)

QGSJetII- 04 1.53 ± 0.13(stat)± 0.23
0.20(sys)

ing ≈ 60◦, EASs provide a direct measurement of the muon
number at the ground due to the absorption of the electromag-
netic component in the large atmospheric depth traversed.
The muon number for each shower can then be derived by
scaling a simulated reference profile of the muon density
distribution at the ground to the data. It is worth noting that
the measurements obtained pertain to muons with energies
above 0.16 GeV (Cherenkov threshold in water) that reach
the Observatory site located at an altitude of 1425 m, while
the measurements obtained in this work pertain to muons
with energies ∼ 1 GeV for vertical incidence.

Given the different conditions of measurements that select
muons with different energy distributions, it proves difficult
to compare directly the results presented here and the ones
reported in [36,37]. An indirect manner is required. Follow-
ing [38], we make use of the z-scale factor to perform the
comparisons,

z = ⟨ln x⟩ − ⟨ln x⟩p

⟨ln x⟩Fe − ⟨ln x⟩p
(18)

where x is the muon-density estimator (that is, ρ35 in this
work and Rµ in [37]). Here, the symbols ⟨·⟩p and ⟨·⟩Fe stand
for the expected muon densities for proton and iron showers,
simulated with a given model and accounting for detector
effects. The normalization by the difference between iron
and proton simulations allows the comparison between dif-
ferent types of quantities by reducing the possible systematic
differences.

The results of both analyses are shown in Fig. 13, using
two distinct generator models of hadronic interactions to
predict ⟨ln ρ35⟩ for proton and iron: EPOS- LHC (a) and
QGSJetII- 04 (b). There is a gap between ≈ 2 × 1018 eV
(UMD-based analysis running out of statistics) and ≈ 4 ×
1018 eV (threshold of the inclined EAS-based analysis), but
overall, both analyses give similar results in terms of z-factor.

Assuming the validity of the superposition model, the
measurement of ⟨Xmax⟩ by the FD converted into an aver-
age logarithmic mass ⟨ln A⟩ and finally into z = ⟨ln A⟩/ln 56

can be used to establish the reference values of the z-factor.
These are shown as the diamond markers in Fig. 13. For
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  9

First results from engineering array

➢ Inconsistent results with composition 
from Xmax  Muon deEcit�

b = 0.91 b = 0.92 b = 0.89 ± 0.04 (stat) ± 0.04 (sys)

Fe p Data 

 aQGSJetII-04 = 1.5 m-2 

 aEPOS  = 1.6 m-2 
 aEPOS  = 1.0 m-2 

 aQGSJETII-04  = 0.9 m-2 a = 1.75 ± 0.05 (stat) ± 0.05 (sys)
14% (QGSJetII-04) 

8% (EPOS-LHC)

Inconsistent results with 
composition from Xmax


→  Muon deficit



Comparison with other Auger data

• Comparison muon content and Xmax

• Muon deficit in lower energies (38% EPOS-LHC, 50% QGSJetII-04) 

• Qualitative agreement with evolution from Xmax?
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The engineering array – Main results

EPOS-LHC

➢ Comparison muon content and Xmax

➢ Muon deEcit in lower energies (38% EPOS-LHC, 50% QGSJetII-04)

➢ But qualitative agreement with evolution from Xmax



Summary

• Underground Muon Detector is expected to be fully 
deployed by end of 2024


• It will provide a direct measurement of muon component

• <ρ35> 

•  σρ35 

• Timing

➡ Mass composition ↔ Hadronic models


• Cross-calibration of indirect muon estimates of the 
1500m array


• Muon deficit wrt 

• QGSJetII-04 (50%) and 

• EPOS-LHC (38%) 


• New SiPM results to be expected soon

23

Production Phase: status at 2023

11PoS(ICRC2023)267

● 3 modules of 10 m2

● SiPMs as optical sensors

● Binary and ADC modes

● Fully deployed by the end of 2024
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Fig. 12 Mean logarithmic muon density ⟨ln ρ35⟩ as a function of the
mean depth of shower maximum ⟨Xmax⟩ for simulations with primary
energies of 1017.5 eV (a) and 1018 eV (b) compared to Auger Observa-
tory measurements with the FD

the relationship between ⟨Xmax⟩ and ⟨ln ρ35⟩ can be repre-
sented by a line for each hadronic interaction model, as shown
in Fig. 12 at two different energies, 1017.5 eV and 1018 eV.
The ⟨Xmax⟩ data are extracted from [32]. It is apparent that
both models fail to reproduce the data. A difference of 38%
in the muon number is observed at 1017.5 eV and 1018 eV
compared to EPOS- LHC predictions, while the difference
is larger compared to the QGSJetII- 04 predictions. In both
cases, data show that the analyzed hadronic interaction mod-
els produce fewer muons than those observed in EAS. All
these results are collected in Tab. 2 together with the cor-
responding statistical and systematic uncertainties. It should
be stressed, nevertheless, that in the above comparison the
true Monte-Carlo energy was used for the simulated data
because the hybrid reconstruction of the energy (as done for
real data) is hampered by the failure in reproducing the num-
ber of muons impinging the SD stations [35].

The results presented in Figs. 10 and 11 are the first ones
for the Pierre Auger Observatory on the muon content of the
air showers obtained in this energy range. They allow us to
extend to lower energies results previously reported at higher
energies, based on the muon number estimation in inclined
air showers [36,37]. This is because at zenith angles exceed-

Table 2 Ratio fµ = exp (⟨ln ρ35⟩UMD − ⟨ln ρ35⟩sim) of the muon con-
tent in data and simulations with statistical and systematic uncertainties
at primary energies of 1017.5 eV and 1018 eV for the EPOS- LHC and
QGSJetII- 04 hadronic interaction models

Energy Model fµ

1017.5 eV EPOS- LHC 1.38 ± 0.04(stat)± 0.21
0.18(sys)

QGSJetII- 04 1.50 ± 0.04(stat)± 0.23
0.20(sys)

1018.0 eV EPOS- LHC 1.38 ± 0.12(stat)± 0.21
0.18(sys)

QGSJetII- 04 1.53 ± 0.13(stat)± 0.23
0.20(sys)

ing ≈ 60◦, EASs provide a direct measurement of the muon
number at the ground due to the absorption of the electromag-
netic component in the large atmospheric depth traversed.
The muon number for each shower can then be derived by
scaling a simulated reference profile of the muon density
distribution at the ground to the data. It is worth noting that
the measurements obtained pertain to muons with energies
above 0.16 GeV (Cherenkov threshold in water) that reach
the Observatory site located at an altitude of 1425 m, while
the measurements obtained in this work pertain to muons
with energies ∼ 1 GeV for vertical incidence.

Given the different conditions of measurements that select
muons with different energy distributions, it proves difficult
to compare directly the results presented here and the ones
reported in [36,37]. An indirect manner is required. Follow-
ing [38], we make use of the z-scale factor to perform the
comparisons,

z = ⟨ln x⟩ − ⟨ln x⟩p

⟨ln x⟩Fe − ⟨ln x⟩p
(18)

where x is the muon-density estimator (that is, ρ35 in this
work and Rµ in [37]). Here, the symbols ⟨·⟩p and ⟨·⟩Fe stand
for the expected muon densities for proton and iron showers,
simulated with a given model and accounting for detector
effects. The normalization by the difference between iron
and proton simulations allows the comparison between dif-
ferent types of quantities by reducing the possible systematic
differences.

The results of both analyses are shown in Fig. 13, using
two distinct generator models of hadronic interactions to
predict ⟨ln ρ35⟩ for proton and iron: EPOS- LHC (a) and
QGSJetII- 04 (b). There is a gap between ≈ 2 × 1018 eV
(UMD-based analysis running out of statistics) and ≈ 4 ×
1018 eV (threshold of the inclined EAS-based analysis), but
overall, both analyses give similar results in terms of z-factor.

Assuming the validity of the superposition model, the
measurement of ⟨Xmax⟩ by the FD converted into an aver-
age logarithmic mass ⟨ln A⟩ and finally into z = ⟨ln A⟩/ln 56

can be used to establish the reference values of the z-factor.
These are shown as the diamond markers in Fig. 13. For
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 2

 Layout SD-750 SD-433

UMD-750

23.5 km2

61 Stations
1.9 km2

19 Stations

UMD-433

2.3m

10.2m2

sensitive

area

9m

1.4m

● 15 radiation lenghts 
underground

● Highly segmented 
(64 strips)

● Direct access to 
muon component of 
showers (both 
density & timing)

Optimal for composition studies in 
the range 1016.5 – 1018.5 eV



24


